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Abstract

In this work, coupled aircraft design and trajectory optimization is performed with the objective of producing
a tailored UAV con�guration and path that ful�l a mission at peak performance. The aerostructural component
is handled by the OpenAeroStruct framework. This is a low-�delity tool that uses a vortex-lattice method and a
1D �nite-element analysis to model lifting surfaces. An upgrade of the framework is developed to accommodate
propulsion and its performance metrics, as well as trajectory dependent computations. An electric propulsive
system is considered where the propeller is modelled using a relation derived from Blade Element and Momentum
Theory. A direct collocation method is used for the trajectory component. Gradient-based optimization is
performed for di�erent objectives, such as minimum energy consumed during climb, minimum time to climb to
an arbitratry altitude, and maximum �nal distance starting from a cruise �ight stage. The energy minimization
problem is also optimized solely through trajectory or aircraft design, isolated, to better quantify the bene�ts of
the coupled optimization. We verify that the coupled optimization is able to further minimize energy in 33% and
10.8%, relative to the isolated trajectory and aircraft design optimizations.
Keywords: Trajectory optimization, Aerostructural design, Multidisciplinary Design Optimization, Gradient-
based optimization

1. Introduction
There has never been a wider range of aircraft. Dif-
ferent missions have di�erent requirements that need
adaptation of existing aircraft or even new solutions.
The search for innovative and more advanced solu-
tions that improve performance is what drives the de-
velopment of new aircraft and the appearance of novel
con�gurations. This is where aircraft design optimiza-
tion comes in. An aircraft can be improved through
the propulsive system, aerodynamics and/or structures.
As for a mission objective, it can be further optimized
through trajectory optimization. This consists in �nd-
ing the best route and speed to complete the mission,
whether it is simply going from A to B or heading to
a certain zone and hovering around a target area. This
part of the mission optimization is commonly done post
design, so it is limited by the capabilities of the aircraft.
Granted, the design is carried to satisfy some extreme
�ight limit conditions, but combining design and trajec-
tory allows optimizing both con�guration and mission
to the fullest.

The aim of this work is to optimize trajectory and
design simultaneously. The integration of disciplines
is a key step in attaining this objective. To do so, we
will resort to the OpenAeroStruct (OAS) framework [1],
which will be responsible for handling the aerostruc-
tural analyses. This framework is upgraded to accom-
modate the implementation of electric propulsion and

the trajectory component.

2. Background
2.1. Multidisciplinary Design Analysis and Optimiza-

tion Tool
In this work, Multidisciplinary Design Analysis and
Optimization (MDAO) is implemented through the
OpenMDAO framework [2]. Its modular environ-
ment allows an easy integration of discipline anal-
yses into a larger multidisciplinary model [2]. For
the aerostructural disciplines in particular, the Ope-
nAeroStruct (OAS) framework [1] is employed. It is
a low-�delity aerostructural analysis and optimization
tool, developed in the OpenMDAO framework, that
uses a Vortex-Lattice Method (VLM) and a 1D Finite-
Element Method (FEM) to model lifting surfaces. The
�uid-structure interaction (FSI) requires that the aero-
dynamic loads and structural displacements be trans-
ferred between the coupled analysis. The transfer
scheme used in OAS satis�es the requirements of be-
ing consistent and conservative [1].

2.2. Structural Model
The equivalent spatial beam used in this work, depicted
in Fig. 1, is a combination of truss, torsion and beam el-
ements that model the behaviour due to axial, torsional
and bending loads. Each spatial beam element has three
translational and three rotational DOF for each of its
two nodes. It is the result of the superimposition of four
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elements: one bar with axial displacements, one torsion
element with rotation about its longitudinal axis, and
two beams with translational and rotational deforma-
tion (bending).

Figure 1: Spatial beam with 6 DOF per node. Adapted
from [1].

The global sti�ness matrix K is assembled and the
system Ku = F (1)

can be solved for the displacements u, provided that the
aerodynamic loads are known.

2.3. Aerodynamic Model
The lifting surface is divided in m trapezoidal panels
of length l, as the one represented by the dashed line
in Fig. 2. A horseshoe vortex is placed on each panel,
with the bound vortex bc positioned at 14 l and the trail-
ing edge vortices ba and cd extending to in�nity, all
with the same strength Γ, as stated in Helmholtz’s vor-
tex theorems [3].

Figure 2: Representation of a horseshoe vortex [3].

The velocity induced by vorticity on a point P due
to a segment dl of the horseshoe vortex with circula-
tion strength Γ is expressed by the Biot-Savart law [3].
The induced component of velocity on a control point
is in�uenced by each �lament of every vortex system,
including of its own panel. The total velocity is the sum
of the freestream velocity and the total induced velocity
and an impermeability condition is imposed on every

control point, giving rise to the linear system

V∞ ⋅ nk + m∑j=1 Γj (aabkj + abckj + acdkj ) ⋅ nk = 0 (2)

⇔ AkjΓj = −V∞ ⋅ nk (3)

where A is the aerodynamic in�uence coe�cients ma-
trix (m ×m).

Having solved this system for the circulation
strengths, Kutta-Joukowski theorem is applied to com-
pute the aerodynamic forces acting on each panel,Fk = �Γk (V∞ + vk ) × lk (4)

wherev is the velocity at the center of the bound vortex
and l is the bound vortex vector.

2.4. Propulsion
Electric propulsive systems are a common solution for
UAV applications because these systems are smaller
and easier to integrate into aircraft of this size. It has
other advantages, such as lower noise emissions, useful
for stealth missions, and a much higher e�ciency than
that of combustion based systems.

Since one of the main goals is to perform trajec-
tory optimization, it becomes necessary to model the
propulsive system in a way that thrust is calculated ex-
plicitly, as well as the energy spent.

The energy density of the battery is 210 Wh/Kg and
the available electric power is assumed constant and
superior to the power drawn by the motor.

It is assumed that the electric motor has a constant
maximum power of 180 W, and the actual power is con-
trolled by a throttle setting �T , such thatPm = �T PMax , �T ∈ [0, 1]. (5)

The loss factor is given by

LF = PmPe (6)

and assumed constant with a value of 50%.
The mechanical power that the motor transmits to

the shaft is converted by the propeller into thrust force,
which is calculated using a result of Blade Element and
Momentum Theory [4]

Pdisk = TV∞ + �2 T( − V∞ +√V 2∞ + 2T�Adisk). (7)

Pdisk is the power supplied to the propeller disk, here
assumed equal to Pm , T is the thrust, V∞ is the
freestream velocity, � is the air density and Adisk is
the disk area of the propeller. The correction factor� accounts for induced-power losses related to non-
uniform in�ow, tip e�ects, and other simpli�cations
made in momentum theory [5]. It is assumed � = 1.2,
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where the ideal is 1. The disk area is calculated byAdisk = � d24 , where the disk diameter d is 30 cm.
The combination of the models of the propulsion

components yields a simple algorithm for the propul-
sive system. The mechanical power, controlled by the
throttle setting �T , is calculated through Eq. (5). This
mechanical power and air speed are inputs to Eq. (7),
from which thrust is explicitly calculated using the
Newton-Raphson method. The electrical power is ob-
tained from the loss factor Eq. (6) and is then used to
calculate the electrical energy spent

Ee = ∫ Pedt, (8)

which is limited by the energy of the batteryEe ≤ Ebat = mbate. (9)

2.5. Aircraft Dynamics
Three reference frames are used. The aircraft frame
A(x′, y′, z′) has its origin at the center of mass of the
aircraft and moves with it. The x′ axis is the aircraft’s
longitudinal axis and the z′ axis is perpendicular to
it, pointing upwards; The �ight path frame P (x, y, z)
also has its origin in the centre of mass of the aircraft
and moves with it. It di�ers from the aircraft frame
in that the x axis is aligned with the airspeed vectorV∞; Finally, the inertial Earth frame is designated by
E(xE , yE , zE). The Earth is assumed non-rotating and
its curvature is neglected, so the origin is on the ground,
the x axis is aligned with the local horizon and the z
axis is normal to it pointing upwards, so the gravita-
tional acceleration g is negative.

In this work, only the longitudinal component of
�ight is considered, so it is assumed there is no rota-
tion about the x and z axis and no translational motion
along y. Wind speed and sideslip angle (�) are also as-
sumed to be zero. The forces acting on the aircraft are
the gravitational force, W = mg , where m is the mass,
the aerodynamic forces lift (L) and drag (D), and the
propulsive force, thrust T . They are represented in Fig.
3(a).

The derivation of the equations of motion in the
Earth frame starts with Newton’s second law relative
to the translation of the center of mass. Writing the
forces in the two components of the Earth frame yields∑ FxE = T cos(� +  ) − D cos( ) − L sin( ) = mẍ (10)∑ FzE = L cos( ) + T sin(� +  ) −W − D sin( ) = mz̈.

(11)
Since �ight is considered two dimensional and both

the �ow and the aircraft are symmetric over the lon-
gitudinal axis, there is only pitching moment. It is as-
sumed that thrust is parallel to x′ and aligned with the
center of mass, so rT × T = 0. Additionally, the air-
craft is considered to always be in a state of equilibrium
of moments, as the time and spatial scales considered

are large enough for the non stationary terms to be ne-
glected,My = Mw + rw × Lw + rw × Dw +Mt++ r t × Lt + r t × Dt = 0. (12)

(a)

(b)

Figure 3: (a) Representation of the forces acting on the
aircraft’s center of mass. (b) Simpli�ed representation
of the moments about the center of mass of the aircraft.

2.6. Trajectory
Numerical methods for solving optimal control prob-
lems are divided into three major methods: dynamic
programming, indirect methods and direct methods.

Direct methods can deal with large systems, are more
robust, �exible and not as di�cult to construct and
solve, because they do not require the analytical deriva-
tion of the necessary conditions [6]. With this ap-
proach, the OCP is reduced to a nonlinear program-
ming (NLP) problem.

Transcription is the �rst step for obtaining the NLP.
Direct transcription refers to the transformation of the
in�nite dimensional continuous part of the OCP into a
�nite dimensional NLP [6], which is done through the
parameterization of the state and/or control. Direct col-
location is the method used for state and control param-
eterization.

Focusing on local collocation, the number of colloca-
tion points in a given subinterval is �xed and the num-
ber of subintervals is varied [7]. Time is broken into N
subintervals, ℎi = ti+1 − ti , (i = 0,… , N − 1) and the
dynamics of the system, ruled by the di�erential equa-
tions, ṡ(t) = f (s(t), u(t)), (13)
are not integrated sequentially to obtain the state si+1,
like in shooting methods. Instead, they function as de-
fect constraints,� = ṡ(t) − f (s(t), u(t)) = 0, (14)
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imposed on each collocation point to ensure consis-
tency between state and control values throughout
the trajectory. Equation (14) can be discretized using
Runge-Kutta or orthogonal methods.

Collocation has the advantage of avoiding sequen-
tial integration. As a result, errors are not propagated
and computational costs are reduced. However, that is
done by adding design variables and constraints, thus
giving up the simpler NLP and low number of variables
of shooting methods. This may lead to more function
evaluations, more gradients to be computed and signi�-
cant increase in memory needed for storing the Hessian
matrix [6].

In this work, a collocation method is implemented,
where the dynamics are represented by equations (10)
and (11) and discretized with forward Euler method,
yielding the collocation constraints

�Fx =∑ FxE −mẍ = 0⇔ ∑ FxE ,i−mẋi − ẋiΔt = 0 (15)

�Fz =∑ F zE −mz̈ = 0⇔ ∑ FzE ,i −mżi − żiΔt = 0 (16)

�x = ẋi − xi+1 − xiΔt = 0 (17)

�z = żi − zi+1 − ziΔt = 0. (18)

The collocation method was chosen for the advan-
tages aforementioned and because of its easier integra-
tion into the OpenAeroStruct framework, as will be ex-
plained in section 3.1.

3. Implementation
3.1. Framework Implementation
Multidisciplinary Analysis (MDA) is performed to �nd
a solution that satis�es the systems of equations that
represent the coupled system, which comprises the re-
peated evaluation of the target and response states un-
til they are equal. The solver employed in this work is
NLBGS with Aitken’s relaxation, as it has better con-
vergence with increasing coupling strength [1].

The MDO architecture implemented in this work
is a variation of MDF and its extended design struc-
ture matrix (XDSM) [8] is shown in Fig. 4. Like in
the usual MDF, the task of computing each discipline’s
states is handled by the MDA, which does so by run-
ning a �xed point iterative solver. In this case, the cou-
pled analysis are structures and aerodynamics, coupled
through the loads and mesh displacements states, and
subject, among other, to the �ow variables. These �ow
variables, such as air density and velocity, result from
the trajectory (or are prescribed for the isolated design
problem) and therefore may vary from one �ight point
to another. Therefore, the �uid-structure interaction
needs to be solved for every point of the trajectory dis-
cretization.

OpenAeroStruct has a multipoint feature that allows
optimizing the aircraft design for several �ight condi-
tions. However, is not done in a vectorized way. In-
stead, a new "mission point" is created for each set of
�ight conditions and a new MDA is called to solve the
FSI.

The trajectory variables are inputs to the Preprocess-
ing component, where the �ow variables are computed
and then forwarded to Aerodynamics and Point Per-
formance components. The Structures component re-
ceives the geometric variables, which are the same for
all MDAs, and the correspondent entry of the stabilator
angle vector. The Aerodynamics component receives
the angle of attack. The MDA is run until convergence
is achieved and once it does, thrust and energy spent
during the mission point are calculated in the Propul-
sion component.

The thrust force, the �nal load distribution, the struc-
tural mass and surface areas are inputs to the Point
Performance component, where a series of functions
are computed to obtain lift and drag coe�cients, total
weight, center of mass and moments. All these interme-
diate computations are necessary to calculate the val-
ues of failure, material intersection and moments co-
e�cient constraints, which are then evaluated by the
optimizer. They are also necessary to compute the sum
of forces that are then passed to Mission Performance,
in order to get the value of the collocation constraints.
The energies of all mission points, calculated in Propul-
sion, are summed in Mission Performance to obtain the
total energy spent and the energy constraint value.

MDAs are independent from each other and there is
no data �ow between them. This is a consequence of
having chosen a collocation method. Since states and
control are handled directly by the optimizer, variables
dependent on trajectory and control can be vectorized
and only the correspondent entries are passed to each
MDA.

This framework implementation results in two very
distinct philosophies for FSI and trajectory. The FSI
part of the optimization is carried through a solver-
based approach, in which the governing equations are
solved, whereas trajectory is handled directly by op-
timizer, with the states are design variables chosen so
that the associated constraints are satis�ed.

4. Results
4.1. Baseline Problem De�nition
The optimizer used is SLSQP, as gradient based meth-
ods perform better and this is the best open source
option [9]. The optimizer tolerance is 10−3 and the
solver’s absolute and relative tolerances are 10−7 and10−30, respectively.

A mesh convergence study was performed to de-
termine the number of panels that yields accurate re-
sults with acceptable computational time and e�ort. To
do so, one MDA was converged for several (num_x ,num_y) pairs and the computation times and resultant
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Figure 4: Extended design structure matrix (XDSM) of the architecture implemented.

drag coe�cients CD of an arbitrary wing shape and
�ow were compared. It was found that the variation
of CD relative to the previous result was negligible for6 × 30 panels for the wing. for the tail, a panel ratio of
3 is applied: 4 × 12.

The initial aircraft con�guration is based on the
mini-UAV Tekever AR4 [10]. Due to limited available
technical data on this aircraft, many parameters were
deduced. The constant parameters of the aircraft are
shown in Tab. 1, and the control and trimming vari-
ables, initialized with the same value for all mission
points, are shown in Tab. 2. The complete list of de-
sign parameters and their bounds is presented in Tab.4.

Table 1: UAV constant parameters.

Parameter Wing Tail UnitsCL0 0.2434 0 -CD0 0.00860 0.00852 -
max (h/c) 10 10 %
max (h/c) position 30 30 %

Global

Empty CG -0.2, 0, 0 m
Empty mass, m0 1.2 kg
Battery mass, mbat 1.5 kg
Speci�c energy, e 210 Wh/kg
Loss factor, LF 50 %
Max motor power, Pm 180 W
Propeller radius, r 0.15 m
Induced-power loss factor, � 1.2 -

Table 2: UAV trimming and control parameters.

Parameter Initial Value Bounds Units

Throttle, �T 0.5 0, 1
Angle of attack, � 4 -15, 15 degrees
Stabilator angle, �t -0.2 -10, 10 degrees

The material composition of the AR4 is unknown,
so we simpli�ed and considered that the spar tube is
made of aluminum 6061, being the mechanical proper-
ties listed in Tab. 3. A safety factor of 2 is applied to the
yield strength. The spar is placed at 30% of the chord in
both surfaces, which is the point where thickness over
chord ratio (ℎ/c) of the airfoil is greatest.

Table 3: Mechanical properties of aluminum 6061 [11].

Parameter Value Units

Young’s modulus, E 69 GPa
Yield strength, �yield 276 / 2 MPa
Density, � 2700 kg/m3
Poisson’s ratio, � 0.33 -

The trajectory is discretized into N = 10 intervals.
The initial position is (x, z) = (0, 0)m, assuming that the
UAV is launched at ground level, and the initial velocity
is 14 m/s. After this point, the velocity is kept at 15 m/s
until the �nal altitude (1000 m) is reached and the total
�ight time is 570 seconds. Horizontal and vertical dis-
placement variables are both bounded by [0, 100000]m.
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Table 4: Initial values and bounds of UAV design variables.

Parameter Wing Tail

Initial Value Bounds Initial Value Bounds Units

Span, b 2.1 1.2, 2.6 0.42 0.25, 0.6 m
Chord cp, c 0.18, 0.25 0.1, 0.3 0.14, 0.17 0.08, 0.21 m
Twist cp, � 1.5, 1.5, 1.5 -20, 20 0 0 degrees
Dihedral, k 4 -20, 20 0 -20, 20 degrees
Sweep, Λ 1.5 -20, 20 0.5 -20, 20 degrees
Thickness cp, t 0.003, 0.003, 0.003 0.0015, 0.05 0.0025, 0.0025, 0.0025 0.0015, 0.04 m

Velocity’s horizontal component is bounded by [0, 18]
m/s and the vertical by [−18, 18] m/s. Flight path angle varies as shown in Fig. 5.

Figure 5: Discretization of the initial climb trajectory.

4.2. Optimal Design for Minimum Energy Climb
The energy consumed during climb was minimized
through trajectory (TP), aircraft design (DP), and
through both, simultaneously (DTP). The initial aircraft
con�guration just presented was the same for the three
problems, being �xed for TP. Likewise, the initial tra-
jectory was also the same and �xed for DP. The three
problems are de�ned in Tab. 6.

Optimization was successfully concluded with the
computational costs shown in Tab. 5.

Table 5: Optimization performance with an Intel®
CoreTM i7-5500 @ 2.4 GHz Processor.

Parameter TP DP DTP

Iterations 17 20 74
Function evaluations 22 81 171
Computation time 2h23 2h41 11h28

DTP uses all 94 design variables and 302 con-
straints. DP only optimizes design, so trajectory vari-
ables and collocation constraints pertaining to displace-
ment �x , �z are not used, which gives 49 design vari-
ables and 282 constraints. TP does not include any geo-
metric variables nor the intersection constraints, which
amounts to 75 design variables and 281 constraints. The
Hessian sizes are given by the square of the sum of de-
sign variables and constraints. They are 126736, 109561

and 156816, for TP, DP and DTP, respectively.
DTP is a considerably larger problem, so it is nat-

ural that its optimization took longer. Its Hessian is
43% larger than DP’s, and 24% larger than TP’s. DP
is a smaller problem than TP, yet it took more function
evaluations and time. One possible explanation might
be the handicap that a prescribed trajectory represents,
and the di�culty of adapting a design to it. Another
possible explanation might lie in fact that DP has less
variables for almost the same number of constraints
than TP. This results in a more rigid problem, as the
optimizer has fewer variables to try to satisfy approxi-
mately the same number of constraints, which makes
it harder to �nd a solution. Moreover, DP and DTP
deal with optimization of the aerostructural compo-
nent, which becomes increasingly harder to converge
as coupling strength increases.

The optimal solutions found are shown in Tab.7, Fig-
ures 6, 7 and 8.

Figure 6: Twist, lift, thickness and stresses distribution
along span for Design + Trajectory problem.

As seen in Tab. 7, DTP had the least amount of en-
ergy spent Ee , with a reduction of 33% relative to TP,
and 10.8% relative to DP. TP and DP are limited by the
prescribed trajectory and con�guration, respectively,
whereas in DTP, the optimizer has access to both de-
sign and trajectory variables and therefore, produces
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Table 6: Formulation of the three optimization problems.

Parameter Note Quantity

TP DP DTP

Minimize Ee 1 1 1
W.r.t

Geometry
�w , tw , tt 3 control points 0 9 9cw , ct 2 control points 0 4 4bw , bt ,Λw ,Λt ,kw ,kt 0 6 6

Trajectory x, ẋ , z, ż vectors of size N+1 44 0 44tf 1 0 1

Control �T , � , �t vectors of size N 30 30 30

Total 75 49 94
Subject to
Collocation �x , �z , �Fx , �Fz = 0 vectors of size N 40 20 40

Equilibrium CMy = 0 vector of size N 10 10 10

Aerodynamic Clw < Clwmax vector of size num_y−12 × N 150 150 150Clt < Cltmax vector of size num_y−12 × N 60 60 60

Structural
I ntersectw < 0 vector of size num_y−12 0 15 15I ntersectt < 0 vector of size num_y−12 0 6 6Failurew , Failuret < 0 N × KS function 20 20 20

Energy Ee ≤ Ebat 1 1 1

Total 281 282 302

Table 7: Final values of geometric design variables for TP, DP and DTP problems.

Parameter Trajectory Design Design + Trajectory Units

Electric energy, Ee 124.76 93.79 83.62 kJ
Flight time, tf 377.4 570 253.3 s
Total mass, m 3.91 2.99 2.933 kg

Wing

Span, bw 2.1 2.03 1.59 m
Chord cp, cw 0.18, 0.21 0.1, 0.1 0.1, 0.1 m
Twist cp, �w 1.5, 1.5, 1.5 3.31 4.42 4.51 1.99, 4.02, 3.79 degrees
Dihedral, kw 4 4.02 3.48 degrees
Sweep, Λw 1.5 1.06 0.83 degrees
Thickness cp, tw 0.003, 0.003, 0.003 0.0015, 0.0015, 0.0015 0.0015, 0.0015, 0.0015 m

Tail

Span, bt 0.42 0.26 0.25 m
Chord cp, ct 0.14, 0.17 0.08, 0.08 0.08, 0.08 m
Dihedral, kt 0 0 0 degrees
Sweep, Λt 0.5 0 0 degrees
Thickness cp, tt 0.0025, 0.0025, 0.0025 0.0015, 0.0015, 0.0015 0.0015, 0.0015, 0.0015 m

the best combined outcome of both.
Furthermore, we observe that less energy was spent

in DP than in TP, which indicates that the initial con-
�guration is more of a handicap to the objective of min-
imization than the prescribed trajectory.

We see in Tab. 7 that there was a considerable weight
reduction in DP and DTP (≈ 1kg) relative to the �xed
con�guration. This was achieved by decreasing the
thickness of the spars and the size of lifting surfaces,
in an e�ort to decrease material as much as possible,
provided that stresses had a good margin to the failure

limit, as veri�ed in Fig. 6 in the plot labeled "Von Mises".

The position of the spar is coincidental with the frac-
tion of chord of maximum (ℎ/c), which is 10% for both
surfaces, as per Tab. 1. The diameter of the spar is
thus also coincidental with the maximum height of the
wing’s section, which means that in the same way de-
creasing the span leads to a reduction of the length of
the spar, decreasing the chord reduces its radius. Ob-
taining the necessary area by increasing the span in-
stead of the chord leads to a wing with higher aspect
ratio, which yields less induced drag for a given value

7



Figure 7: Results of control and trimming variables for climb energy optimization.

of lift [12].
The span of the tail was set to the lower bound

in both problems. Moreover, the stabilator, which
has a symmetric airfoil, had its angles set to values
close to zero, as shown in the stabilator angle plot in
Fig.7. These results indicate that the center o mass was
brought closer to the aerodynamic center of the wing,
reducing its moment, and the distance of the stabilator
to the center of gravity (the arm of the tail moment)
might be oversized and is the principal responsible for
creating the balancing moment necessary to trim the
aircraft.

The reduction of span in DTP was a 20 % greater than
in DP. This can be explained by looking at the thrust
and lift plots shown in Fig. 7. Because trajectory is pre-
scribed in DP, the throttle control was chosen just to
equilibrate the forces, rather than to propel the aircraft
forward or increase the angle of climb. Because hor-
izontal velocity is kept almost constant, the horizon-
tal component of forces has to be null, and since the
�ight path angle is not too high, a lower thrust force
was required. This means that on the vertical compo-
nent, weight had to be balanced out mostly through lift.
The higher lift (when compared to DTP) was achieved
through a slightly higher span and twist angle, which
demonstrates how a �xed trajectory penalizes the air-
craft design.

The twist angles were also chosen so that lift distri-
bution along the span would match, as closely as possi-
ble, that which corresponds to an elliptical distribution
of circulation, as it minimizes CD for a given CL [12].

This is exempli�ed for DTP in Fig. 6.
Dihedral and sweep angles were changed only

slightly. Dihedral’s major contribution is to lateral sta-
bility, which is not accounted in this model. Likewise,
sweep’s main contribution is delaying divergence mach
number, which is not an issue since the operational
mach number is below 0.1 in all problems. The only
other factor that these angles have in�uence in is the
length of the spar. However, the angles are minimal
and so this e�ect is of little relevance as well.

Energy spent depends directly on electric power and
time, as per Eq. (9). Therefore, in order to minimize
it, power or time have to be reduced. As we can see in
Fig. 8, the trend was to decrease �ight time as much as
possible, which was achieved by shortening horizontal
distance and �ying faster.

To shorten the horizontal distance, it is necessary to
�y with higher �ight path angles, provided that verti-
cal distance is �xed. Bearing in mind that lift’s vertical
component gets smaller for higher �ight path angles,
the burden of counteracting weight falls on thrust. To
that end, throttle control was pushed to the maximum
in DTP and TP. It seems counter intuitive to have power
set to its limit, but the energy saved by making �ights
shorter surpasses the added expense of having higher
power, thus yielding a positive balance and minimizing
energy consumed.

The average air speed was decreased from the 15 m/s
of the initial trajectory to 14.4 m/s, in TP. This can be
seen as way to compensate for the large wingspan and
not generate more lift than the necessary to trim the
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Figure 8: Results of trajectory variables for climb energy optimization.

UAV. Since DTP also optimized the con�guration, the
wingspan was reduced, thus allowing the speed to be
increased to 17.5 m/s, on average. Although �ying at
higher speeds does decrease the time to cover the same
distance, it also lowers thrust forces, as they are ap-
proximately inversely proportional. This limits the an-
gle of climb and as a consequence extends horizontal
distance. Therefore, the chosen speeds are an optimal
balance between travelling fast and travelling less.

The trajectory in DTP had major improvements rel-
ative to that of TP, as the latter was heavily penalized
by the �xed con�guration. TP’s larger wingspan gen-
erated a much higher lift and consequently, a higher
drag and pitching moment. To comply with the zero
moments constraint, the stabilator control angle was
set to positive values, since the larger structural mass
pulled the center of mass more in the direction of the
trailing edge.

The �ight path angle could not be increased as much
in TP, because the aircraft design was �xed and there-
fore, so was weight. This greater weight was balanced

mostly through lift, which was naturally much higher
than in the other problems, given the larger wingspan.
As described before, for greater climb angles, the verti-
cal component of lift decreases, but, in this case, it also
becomes quite signi�cant that the horizontal compo-
nent grows. Inversely, the vertical component of thrust
increases and the horizontal decreases, resulting in a
two way burden for thrust. The maximum power was
the same for all problems and in TP it was clearly insuf-
�cient to trump weight and the horizontal component
of lift at high  . Conversely, design was also optimized
in DTP, so a better trajectory was achieved through
the con�guration modi�cations previously discussed,
which ultimately led to less energy spent.

This shows how the �xed design negatively im-
pacted the trajectory optimization potential, or the
other way around, how having both design and trajec-
tory be part of the optimization led to better results.

The e�ciency results are shown in Fig. 8. E�ciency
is capped at 50% because that is the loss factor consid-
ered between battery and motor. The remaining losses
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can be attributed to drag resistance and to the propul-
sive system, which performed with an e�ciency of be-
tween 80% and 86%. For DTP, for example,�prop = TV∞Pm ≈ 8.7 × 17.5180 ≈ 85.0%. (19)

E�ciency plots basically show how e�ectively elec-
trical energy was converted into gravitational poten-
tial energy, given that variations in velocity were much
smaller than those of vertical displacement. DTP had
higher e�ciency than the other problems, which is an-
other evidence of how advantageous it is to have all
disciplines being optimized simultaneously.

Results from Fig. 8 highlight some limitations of the
discretization method employed. It is a forward Euler
scheme, so the ith state and control values are used in
the interval delimited by points i and i + 1. Initial and
�nal states are pre de�ned, so the �rst interval uses
the boundary condition value. This is not a problem
in itself, but since the trajectory is parameterized by
10 intervals only, each segment lasts 10 % of the en-
tire �ight time, which is still a considerable amount of
time to �y at non optimal conditions. This could be
mitigated through a more re�ned discretization, how-
ever, not only would it increase the number of vari-
ables, it would also incur in more mission points and
�uid structure calculations, which drives up the com-
putational cost. A more e�cient alternative would be
using B-Splines to parameterize state and control. This
would result in continuous and smooth function at the
cost of few control points and therefore, fewer mission
points as well.

5. Conclusions
In this work, the OpenAeroStruct framework was up-
graded to accommodate an electric propulsive system
and compute performance metrics relevant to such a
system. Furthermore, the framework was expanded to
include trajectory optimization, which was performed
through the implementation of a collocation method.

Aircraft design, trajectory and coupled design and
trajectory optimizations were performed for the same
mission with the objective of minimizing energy. It was
concluded that optimizing design and trajectory simul-
taneously had a great impact in achieving better results,
as the isolated problems were greatly limited by the ini-
tial guesses for con�guration and trajectory. The cou-
pled optimization was able to further minimize energy
in 33% and 10.8%, relative to the isolated trajectory and
aircraft design optimizations. The coupled optimiza-
tion was computationally more expensive, and it was
also veri�ed that the cost did not scale linearly with
problem size.
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